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Figure 1: We investigated the effects of different combinations of viewpoints and navigation in immersive storytelling, as
demonstrated in four implemented scenarios: (a), (b), (c), and (d). In (a) and (b), the audience is fully immersed in the story
scene from an egocentric perspective. Conversely, in scenarios (c) and (d), the audience maintains an exocentric perspective,
remaining independent of the story. In (a) and (c), the audience navigates the story manually and actively, following specific
instructions. In contrast, (b) and (d) allow audience clicking a controller button, which triggers the story and allows navigation
to proceed automatically.

Abstract
Visual storytelling combines visuals and narratives to communicate
important insights. While web-based visual storytelling is well-
established, leveraging the next generation of digital technologies
for visual storytelling, specifically immersive technologies, remains
underexplored. We investigated the impact of the story viewpoint
(from the audience’s perspective) and navigation (when progress-
ing through the story) on spatial immersion and understanding.
First, we collected web-based 3D stories and elicited design consid-
erations from three VR developers. We then adapted four selected
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web-based stories to an immersive format. Finally, we conducted
a user study (N=24) to examine egocentric and exocentric view-
points, active and passive navigation, and the combinations they
form. Our results indicated significantly higher preferences for
egocentric+active (higher agency and engagement) and exocen-
tric+passive (higher focus on content). We also found a marginal
significance of viewpoints on story understanding and a strong
significance of navigation on spatial immersion.
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1 Introduction
Visual storytelling uses the combination of visual elements and
narratives to communicate complex ideas (e.g., data, facts, and
opinions) in a way that is more engaging and descriptive than tradi-
tional text-only stories [37]. This approach has been widely used in
various fields, including journalism [22, 60, 77], education [6, 81],
commercial activities [53, 94], and scientific communication [46].
It plays a crucial role in enhancing the readers’ understanding of
content, as well as increasing their emotional engagement and
connection to the story.

The evolution of digital technologies has greatly expanded the
possibilities of visual storytelling, offering new genres and more
diverse ways to deliver content [65]. The introduction of digital
displays brought dynamic and interactive visual content, changing
how readers interact and engage with stories [21, 91]. The rise of
mobile devices further transformed access and interaction modal-
ities, enabling readers to experience stories anywhere with new
input modalities such as touch-based interactions [43, 67]. As digi-
tal technologies continue to evolve, the pressing question now is:
"What is next for visual storytelling, and how can it offer novel
experiences?"

As immersive technologies rapidly develop, they are becoming in-
creasingly accessible and affordable, positioning them as promising
candidates for the next generation of major public digital platforms.
Immersive devices (e.g., Virtual Reality (VR) headsets) can render
2D and 3D information in the surrounding space or even replace
the users’ entire visual field, offering unprecedented opportuni-
ties for visual storytelling [31, 34]. A prominent use of immersive
technology for storytelling is 360-degree videos [20, 28]. However,
these videos often limit the readers’ navigation, providing little con-
trol over story progression or detail exploration due to their fully
author-driven nature. Beyond static videos, major news outlets like
The New York Times and The Washington Post have embraced
interactive formats in their web-based articles to present public
events (e.g., COVID-19 and elections) more dynamically. They also
leverage immersive technologies for more interactive experiences,
such as mobile AR stories created by The New York Times [76].
However, these narratives tend to rely on basic touchscreen inputs
and offer limited immersion. They are often confined to a single
scene without transitions between multiple narrative elements. In
this work, we focus on improving immersive storytelling specifi-
cally for public journalism. We seek to extend the design of these
journalistic stories into immersive environments, where interac-
tivity and complete storylines can foster deeper engagement and
understanding.

Our goal is to leverage the unique display and interaction af-
fordances of immersive technologies in storytelling. A major ad-
vantage of these technologies is their ability to render 3D spatial
information at its original scale [31]. Building on this characteristic,

we investigated how people visually perceive 3D spatial repre-
sentations (i.e., ego- vs. exocentric viewpoints) and how they can
interactively navigate in the 3D space (i.e., active vs. passive naviga-
tion) as an initial exploration. Specifically, readers can experience
an immersive story from an exocentric (exo) viewpoint to gain
an overview of a 3D scene or from an egocentric (ego) viewpoint
to fully immerse themselves with life-sized artifacts. Additionally,
readers can either actively move in space and interact with dig-
ital artifacts with greater embodiment and agency or passively
follow predefined transitions. We anticipate that these two factors
(i.e., viewpoint and navigation) will have a significant effect on
user-perceived spatial immersion and understanding in immersive
storytelling. Our research goal is to understand the advantages
and limitations of these design choices in spatial immersion
and understanding in immersive VR stories.

To study the effects of viewpoints and navigation in immersive
storytelling, we needed to develop immersive stories that were con-
trolled for these factors. While there are many web-based stories
for public journalism, immersive versions are still rare. Since we
aimed to focus on viewpoint and navigation rather than the story
content itself, we leveraged existing web-based stories and created
versions in immersive environments to cover the design variations
we needed for the study. We collected web-based stories from ma-
jor news outlets, particularly those with rich 3D spatial content,
such as a New York Times story about how COVID-19 spreads in a
classroom [8]. These visual stories are in single scene and follow
a linear structure. We consider this atomicity as a starting point
for studying our intended effects. Meanwhile, this basic structure
serves as the foundational unit for more complex stories. We then
conducted a formative study with three VR experts to elicit poten-
tial designs of 117 selected stories in an immersive format, with an
intended focus on viewpoint and navigation. Based on the design
considerations from this formative study, we adapted four represen-
tative stories into immersive formats. Finally, we conducted a user
study with 24 participants to compare the 2×2 combinations (ego
vs. exo viewpoint, and active vs. passive navigation). Our paper
structure follows the steps we took to prepare and conduct the
study, as illustrated in Figure 2.

We found that viewpoints and navigations showed more signif-
icant impact on the story understanding and spatial immersion,
respectively. Exo demonstrated benefits on story content compre-
hension and ego performed better on the spatial information memo-
rability. Active navigation created a higher level of presence with a
cost of more perceived workload, but it is acceptable in a ego view-
point. Overall, participants predominantly preferred Ego+Active
or Exo+Passive, depending on their priority on contents or experi-
ences.

In summary, our primary contributions are:
• Four design considerations elicited for adapting web-based
visual stories to an immersive format.

• A user study empirically investigates the effects of viewpoint
and navigation on perceived spatial immersion and under-
standing across four adapted immersive story instances.
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Figure 2: Overall Procedure of This Work. We started by a formative study analyzing the web-based stories in terms of their
viewpoint and navigation designs. It elicited some design considerations, which we used to design and implemented four story
cases. We finally investigated the effects of viewpoints and navigations on 24 participants.

2 Related Works
Visual Storytelling. Visual storytelling is widely used in journal-
ism to help audiences understand data-backed facts through static
or dynamic visual elements, such as images, videos, and animations.
Segal and Heer [65] were among the first to summarize emerg-
ing narrative visualization techniques in web-based storytelling,
discussing design variations across different genres. Hullman et
al. [27] studied how information prioritization affects user interpre-
tation. Kosara and Mackinlay [33] further highlighted the potential
of storytelling in visualizations, emphasizing its promising future.
Subsequent research explored design considerations in visual sto-
rytelling, proposing guidelines to improve content representation
and interaction. For instance, Morais et al.[54] proposed a design
framework for anthropographic data stories, while Dasu et al. [14]
examined the use of characters in data stories to enhance enjoy-
ment and persuasion. Yang et al. [87] also explored the application
of narrative structures in data stories. These studies connect design
practices with human cognition theories, offering valuable insights
for visual storytelling design.

Beyond narrative structure, audience engagement and interac-
tion are critical to the story’s impact, persuasion, and memorability.
With advancements in technology, visual storytelling has expanded
to include videos, games, and VR/AR platforms [51, 92, 95], offering
audiences more interactive experiences than static texts and im-
ages alone. VR/AR, in particular, immerses users in virtual spaces,
enhancing spatial coherence and unlocking new design possibili-
ties. This paper focuses on two key elements in VR/AR and visual
storytelling: viewpoints and navigation, which shape user perspec-
tive and agency, directly influencing immersion, comprehension,
and emotional engagement. We aim to identify effective design
practices for integrating these aspects into immersive storytelling.
Immersive Experiences. The goals of visual storytelling are mul-
tifaceted [2]. For authors, common objectives include (a) commu-
nicating facts and insights, and (b) persuading audiences of the
opinions conveyed through the story. For audiences, the primary

goal is to gain new knowledge, such as news, insights, and perspec-
tives, while entertainment also plays a significant role, as stories
may be consumed for enjoyment.

While 2D screens are effective for visual storytelling, immersive
technologies like VR/AR extend stories into 3D, closing the gap
between audiences and narratives by placing them in the same
space. Immersive experiences offer several advantages. First, they
enhance presence and immersion [66]. VR/AR can simulate real-
world scenarios [93] with real-time rendering and embodied interac-
tions [26, 30, 96], or even go beyond reality (e.g., ground-level scal-
ing [1]). Second, they improve understanding and retention [55, 90].
VR/AR is frequently used in scientific visualizations [49], helping
users extract and communicate insightsmore effectively. Third, they
enhance emotional communication [32], narrowing the emotional
distance between authors and audiences and fostering resonance
and reflection on the story’s themes [7].

These benefits align with the core goals of visual storytelling.
Therefore, this paper investigates the impact of immersive environ-
ments on understanding and spatial immersion.
Immersive Storytelling. Immersive storytelling, a broader topic
of integrating immersive experiences to different storytellings, has
been studied in various other contexts. In AR, Shin et al. [69] studied
the two factors: room size and furniture density on a AR crime-
solving game, and they suggested more context-awareness such
as using virtual objects as substitutes in large and empty rooms. A
later survey [68] furthered this idea, proposing to balance virtual
and real experiences through situated user interactions. In VR, Lee
et al. leveraged VR to materialize abstract measure and units so
that audiences could connect with their natural experiences [40].
Hall et al. focused on synchronous immersive data presentation
and communication [23]. VR storytelling is particularly relevant in
cinematic. Collen et al. investigated the cinematic techniques used
in immersive narrative visualizations of 3D spatial information [12].
Practically, Wu and Karwas [83] developed a technique that allows
free viewpoint change and with time-based interactivity. Other im-
mersive storytelling works focusing on specific applications, such
as situated awareness of social problems [4, 97] or emotional enjoy-
ment of visualizations [63]. These works contribute to the design
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of immersive storytelling by highlighting the benefits of immersive
technologies we should leverage in specific topics or contexts, but
none explored the representation and interaction design on visual
jouralism (e.g. scrollytelling) in immersive environment.

There are some studies focusing on how traditional storytellings
on 2D screens can be transported to VR/AR, which are primarily
based on the video format [56, 86, 98]. The adaptation of interac-
tive visual stories, a popular form of visual storytelling, are still
underexplored.
Viewpoint and Navigation in Immersive Environments. In
traditional digital media (e.g., computer monitors or mobile devices),
content is typically viewed from an exocentric (third-person) view-
point, offering a comprehensive overview of spatial relationships
and layout. Immersive technology, while capable of maintaining
an exocentric view, uniquely allows for a 360-degree stereoscopic
experience from an egocentric (first-person) viewpoint. Despite
this capability, the egocentric view is not widely adopted due to
mixed findings on its effectiveness. Yang et al. [89] found that
exocentric views significantly outperformed egocentric views for
geographic analysis tasks. Similarly, Kraus et al. [35] and Yang et
al. [88] noted limitations in egocentric 3D scatterplot visualizations,
such as lack of overview and targets being out of view. However,
the egocentric view has shown promise in multi-view manage-
ment within immersive environments [15, 29, 45, 64], and studies
have demonstrated improved memory and knowledge retention
in egocentric settings [36, 85]. Notably, Hoppe et al. [25] argued
for a perspective continuum in immersive environments, finding
no difference in users’ perceived workload, sense of presence, and
engagement between egocentric and exocentric viewpoints in a VR
combat game they developed. However, it remains questionable
whether this perspective continuum is applicable in immersive sto-
rytelling, as storytelling involves different perception and cognitive
processes compared to games. Given these mixed results, our re-
search explores the advantages and drawbacks of both exocentric
and egocentric viewpoints in the context of visual storytelling.

Navigation in immersive environments refers to the process of
moving to the target location within 3D virtual environments. It is
a crucial interaction for exploring 3D spaces in these settings. In
the context of immersive storytelling, navigation plays a vital role
in allowing users to visually explore different parts of the story and
advance the narrative (e.g., a story progresses to the next stage once
the viewer reaches a specific location). Significant efforts have been
devoted to developing various navigation techniques, including
gesture design [78], utilizing different input modalities [72], lever-
aging perception and space manipulation [17], and experimenting
with different scales [1, 52]. Luca et al. [16] conducted an exten-
sive survey of these techniques and compiled a Locomotion Vault.
However, some of these innovative techniques require additional
hardware, while others demand a steep learning curve. As a re-
sult, the mainstream and default navigation techniques adopted by
major platforms remain natural walking and teleportation. Consid-
ering the accessibility aspect of storytelling, we decided to focus on
using mainstream navigation techniques for a broader user group.
In many immersive applications, users need to actively navigate the
3D space to complete tasks. However, in storytelling, we have the
option to let users passively follow a predefined path without ex-
plicit navigation actions (such as walking or teleportation). While

active navigation provides more interactivity, it carries the risk
of disorienting the user. In contrast, passive navigation maintains
narrative control but may reduce the sense of agency and induce
motion sickness. Deciding which method to use is a unique and im-
portant consideration for immersive storytelling. In relation to this
topic, Lages and Bowman [38] compared physical walking (where
the user moves themselves) with grab-and-move techniques (where
the user moves the view) in VR, demonstrating that performance
may depend on the user’s spatial abilities. Although both methods
they studied were active, we are particularly interested in the per-
formance of passive navigation when combined with a predefined
storyline.

3 Eliciting Design Considerations for
Immersive Story Adaptations

This project investigates the effects of viewpoint (ego vs. exo) and
navigation (active vs. passive) in immersive storytelling through a
user study. Preparing suitable study materials was the crucial first
step.

Visual storytelling can be characterized by four dimensions: nar-
ratives, transitions, structure, and the balance between explorability
and explanability [71, 73]. With various options in each category,
visual storytelling can become quite complex. Since immersive
storytelling is an emerging field with limited publicly available
resources and few established design guidelines, we decided to
develop our immersive stories. Creating high-quality stories is a
complex and challenging task. Therefore, instead of creating stories
from scratch, we chose to adapt web-based stories from major news
outlets. This approach allows us to ensure story quality while reduc-
ing potential confounding factors. Considering the aforementioned
four dimensions, we found that most stories from major news out-
lets follow a single-scene linear narrative structure with simple and
continuous transitions and predominantly feature author-driven
explanability. This simplicity is ideal for our initial exploration
into immersive storytelling. We further focused on stories with
significant 3D spatial content due to their greater synergy with im-
mersive environments. This approach enabled us to concentrate on
the study itself, maintaining story quality while avoiding potential
design biases.

To guide our adaptations, we collected existing 3D spatial stories
from major news outlets and sought input from three VR experts.
We compiled their insights into four generic design considerations,
which were used for the adaptations discussed in section 4. An
overview of the formative study process is shown in Figure 3.

In summary, the formative study and adaptation process, de-
scribed in section 4, are essential steps for conducting the user
study detailed in section 5. Figure 2 illustrates the relationship
between these steps.

The formative study involved three steps: 1) initial story collec-
tion, 2) filtering stories based on spatial information, and 3) eliciting
design considerations for VR adaptation. Details of our collected
stories are provided in the supplementary material.

Initial story collection. Our first step is to collect abundant
web-based stories. To ensure the quality of our visual story dataset,
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Figure 3: Formative Study Flow Diagram [57]. We first collected dynamic visual stories from major news outlets. We then
filtered out those without significant 3D spatial informations. With the remaining VR adaptable stories, we elicited four design
considerations (DCs) for our later adaptations.

we collected stories frommajor news outlets and popular online me-
dia platforms, including The New York Times (NYT) [77], TheWash-
ington Post [60], Bloomberg [11], The Guardian [22], Reuters [62],
National Geographic [19], Financial Times [74], Los Angeles Times [75]
and The Pudding [61]. Some platforms feature dedicated visual
story sections, which we prioritized, such as the Graphics section
in NYT [77] and the Visual Stories section in The Washington
Post [60].

We focused on stories published between 2020 and 2024, as recent
content tends to incorporate more interactive visuals. We excluded
static stories without interactivity or visual transitions, as these
did not align with the goals of our user study. From the sources
above, we browsed 1017 visual stories in total during the search
process. Ultimately, our initial corpus comprised 148 visual stories
that are either interactive or feature visual transitions. Most of
them from The New YorK Times (102), followed by Reuters (16),
The Washington Post (13), The Pudding (7), Financial Times (4),
Los Angeles Times (2) and The Guardian (1).

Story filtering based on spatial information. Not all visual
stories were suitable for our study. For example, animated bar charts
may not offer a significantly different experience in an immersive
environment compared to a desktop.

Since our goal was to investigate how the unique 3D capabili-
ties of immersive environments impact the storytelling experience,
we applied further filtering based on the presence of 3D spatial
information. Stories were evaluated using two criteria: 1) sufficient
3D spatial content and 2) coherent spatial transitions within a uni-
fied environment. The second requirement limited our scope to
single-scene stories.

For instance, a NYT story explaining COVID-19 transmission
in a classroom was deemed suitable, as it contains rich 3D spatial
information and smoothly transitions the viewpoint across differ-
ent parts of the environment. In contrast, the NYT story “Ukraine’s
Race to Hold the Line” uses 2D visuals without enough 3D spatial
content. Similarly, the story “Seeing Earth from Outer Space” in-
cludes 3D elements but presents multiple disjointed spaces, making
each new scene appear completely separate from the previous one,
complicating our intended study of immersive effects.

By applying these two criteria, we excluded 31 additional stories,
resulting in a final set of 117 stories for our VR adaptation study.

Elicitation of design considerations for VR adaptation.One
of the key goals of our formative study was to derive design con-
siderations that could inform the VR adaptation process. To accom-
plish this, we conducted an elicitation study with three experienced
VR developers whose backgrounds were medical VR, computer

graphics in VR, and immersive animation design, respectively. Each
developer was assigned a roughly equal number of stories from
our collection. They were asked to review their assigned stories
individually and describe their intended adaptation in response to
three specific questions related to our study factors, along with an
open-ended question to explore additional design ideas. Developers
were encouraged to provide detailed feedback.

• Q1: What is the best way to view this story in an immersive
environment? And why?

• Q2: Do you prefer to actively move in the 3D space or stand
still and let the content move for you? And why?

• Q3: What other design considerations do you consider im-
portant?

We analyzed their responses using affinity mapping to identify
common themes and patterns in their feedback. Regarding the
viewpoint (Q1), information density emerged as a key factor in
choosing between egocentric and exocentric viewpoints. Develop-
ers generally favored an exocentric viewpoint for stories with dense
spatial information—where a large amount of detail is concentrated
within a limited area. For example, a story about the tall buildings
in Manhattan, where the buildings are closely packed in a small
space, would benefit from an exocentric perspective. Conversely,
an egocentric viewpoint was preferred for stories featuring more
dispersed spatial information, where the relative distances between
objects are much greater than their individual sizes—such as a story
about players on a football field. The developers largely agreed on
the criteria for selecting viewpoints.

In contrast, there was no clear consensus on navigation design
(Q2). For the same story, developers expressed differing prefer-
ences for active versus passive navigation. Some noted that passive
navigation, which resembles the "scroll-to-progress" interaction
commonly used on webpages, offers familiarity and ease of use.
Others argued that active navigation in VR feels more intuitive and
immersive, enhancing user engagement. These differing opinions
were spread across various stories, without any strong patterns
emerging.

In summary, while the developers reached a broad consensus
on viewpoint selection, the decision between active and passive
navigation remained inconclusive in our formative study.

Overall, we identified in the affinity diagram that experts fre-
quently mentioned four major story components in their responses:

• DC1: Main Visual Element. The main visual element serves
as the centerpiece of the story, often represented by the
primary 3D model or scene.
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Figure 4: Four Major Story Components and Corresponding Available Options.

• DC2: Story Narratives. Story narratives refer to the struc-
tured sequence of textual content that guides the user through
the story.

• DC3: Navigation Trigger. To trigger the navigation, the user
needs to either move to a specific location or perform certain
interactions.

• DC4: Text and Visual Guidance. Instructions regarding loca-
tion and interaction information are necessary to guide the
user in progressing through the story.

Among these four design considerations, DC3 and DC4 hold
unique importance for immersive stories. While web-based stories
typically use straightforward navigation triggers, such as scrolling
and clicking that require little to no guidance, immersive stories
demandmore explicit navigation and guidance cues due to the open-
ended interactions audiences can perform. Therefore, it is essential
to emphasize specific navigation triggers and provide correspond-
ing guidance when adapting stories for immersive environments.
These findings of our formative study provide structured guidelines
for adapting web-based stories to immersive environments.

4 VR Story Adaptation for User Study
This section outlines the process of adapting well-established web-
based stories into immersive environments for use as user study
materials. We planned a within-subjects user study to minimize the
influence of individual differences on the results. Given the four
testing conditions in our study (as shown in Figure 2), we required
at least four immersive stories to mitigate the learning effect.

From the formative study results, we determined that viewpoint
(ego vs. exo) was story-dependent, so we selected two stories for
each viewpoint. Navigation (active vs. passive), however, was adapt-
able to any story, so we created both active and passive versions

for each. A Latin square design was used to balance the presenta-
tion order of stories and navigation methods for participants. Four
web-based stories were ultimately adapted into immersive formats
for the study.

4.1 Design Consideration Exploration
Our goal was to explore design options for studying the effects of
viewpoints and navigation. We examined the four design consid-
erations identified in the formative study and selected the most
appropriate options for adaptation.

For the DC1 (main visual content), we reused high-quality 3D
models from the original stories. In egocentric stories, real-world
scale was used for full immersion, while exocentric stories featured
scaled-down models to fit within the user’s field of view.

For the DC2 (story narrative), we reused the original text, consid-
ering several placement options: 1) Fixed placement: text appears
in a consistent location (e.g., on a wall), though this may require
frequent context-switching. 2) Floating panels: text is placed on
movable panels, ensuring easy access with minimal effort. 3) Sit-
uated text: embedding text near the relevant objects to enhance
semantic understanding.

DC3 (navigation trigger) in passive designs was triggered by
simple actions like button presses. In active designs, it involved
either locomotions [16] (e.g., walking or teleporting) or physical
interactions (e.g., opening a window in VR).

For DC4 (text and visual guidance), concise textual instructions
were provided, and visual indicators (e.g., arrows or hotspots) were
used to guide navigation and interactions.

The design space of immersive stories is expansive, and building
a comprehensive one is not the focus of this work and is beyond
its scope. Our exploration of design options is not an exhaustive
list of all possible alternatives but serves as structured guidelines
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Figure 5: Illustration of Case 1. The main visual element is a Manhattan landscape with 3D buildings (N1). The story narratives
and the text guidance for navigation are in a text panel above the main visual element (N2). A transparent copy of the main
visual element periodically animates to a designated perspective, visualizing the text guidance (N3). Audiences follow the
guidance and the story proceeds to the next paragraphs (N4)

for the necessary and critical adaptations. In the remainder of this
section, we detail how we adapted the four selected stories using
these design options.

4.2 Case 1: How 911 changed Financial Distract
in Manhattan

This story covers the societal changes in Manhattan’s Financial
District post-9/11 [9]. The original story featured a 3D model of
Manhattan’s densely packed buildings, making it ideal for an exo-
centric VR adaptation. The story has 15 steps and 611 words in total.
A step includes a paragraph of story narratives with corresponding
visual elements. Audiences procceed to next step by following a
specific navigation trigger.

Main Visual Element.We built a 3D landscape of Manhattan in
VR (Figure 5-N1) through Mapbox [48]. The landscape is 2m-by-
2m square base map by default. The current building information
came from mapbox.3d-buildings tileset. When the story narratives
mentioned a particular group of buildings (e.g. WTC buildings),
they are highlighted in blue.

Story Narratives Placement. Story narratives are displayed on an
interactive panel in VR (Figure 5-N2), which supports repositioning,
resizing and scrolling. We utilized a floating panel design because
the narratives are often associated with the whole main visual
element. It is not situated to a specific parts.

Text and Visual Guidance. Text guidance appeared in smaller
gray italics to minimize distraction. Visual guidance, in the form
of a transparent 3D model, periodically animated to show the next
perspective audience should have to look at the landscape (Figure 5-
N3).

Navigation Triggers. Active navigation involved rotating and
zooming in/out of the landscape to trigger changes in the scene. In
passive navigation, the landscape automatically adjusted as partici-
pants progressed.

4.3 Case 2: In the Atlantic Ocean, Subtle Shifts
Hint at Dramatic Dangers

This story explores the impact of climate change on theGulf Stream [80].
We only selected the first half of the story, which has the most con-
centrated 3D spatial information. The main visualization of the
original story was a globe with animated current circulations in
Atlantic Ocean. Thus, we implemented a corresponding exocentric
VR story. We summarized the text-only portion (484 words) into 2

paragraphs (100 words) to keep the length consistency. The story
has 15 steps and 503 words in total.

Main Visual Element.We adapted the original animation of ocean
currents onto a 3D globe in VR. The globe’s size is adjustable to
suit user preferences.

Story Narratives Placement. The text portion of the story is in the
same interactable panel as Case 1. However, in this case the panel
is fixed around the globe surface and centered between audiences’
view and the globe centroid (Figure 6-A1). This is because the main
visual element (i.e. the globe) occupies a much larger space than a
normal human body and it would easily interfere with the panel
if they were placed separately. To reduce the occlusion caused by
the current placement, we make the panel background translucent
(𝛼 = 0.1, almost transparent) so that audiences can see underlying
visualizations and keep track of the panel simultaneously.

Text and Visual Guidance. The visual guidance of this case con-
sists of 2 animated arrows (Figure 6-A3). A bended arrow is placed
in front of the audience’s view on the surface and pointed to the
next designated area mentioned in narratives. Another straight
arrow is at that area and pointed to the globe centroid, indicating
the direction audiences should look at the globe. It shows the next
step 10 seconds after entering the current step. The text narrative
is at the bottom of the panel and follows the same style as Case 1.

Navigation Triggers. The active navigation of this case is primar-
ily grabbing and rotating, as the original story rotated the globe
along the Gulf Stream. For the 2 summarized text-only paragraphs,
we adopt a step-away interaction: after audiences step away from
the globe, the text panel leaves the surface and attaches to the au-
diences’ view (0.5 meters from the eyes). Audiences can press a
controller button to read the next paragraph and step closer to the
globe after finishing 2 paragraphs. In the passive navigation, audi-
ences only need to press a controller button and the globe would
rotate and change the visualizations automatically.

4.4 Case 3: What the Tulsa Race Massacre
Destroyed

The story of this case illustrates the business achievement of black
Americans in Tulsa, Oklahoma in the early 1900s and how the town
was destroyed by racist mobs [58]. We only selected the first half
the story, which has the most concentrated 3D information. We
summarized the second half of the story into a paragraph (130
words) and put it at the end so that story narratives are logically
complete while keeping similar length with previous cases. The

7



CHI ’25, April 26-May 1, 2025, Yokohama, Japan Lu et al.

A1 A3 A4A2

Story Narratives

& Text Guidance

Main Visual Element Active 
Navigation

(Grab)

Visual Guidance

Figure 6: Illustration of Case 2. The main visual element of the story is a globe with animated current circulation in Atlantic
Ocean (A1). The story panel with translucent background is fixed around the globe surface and centered between the audiences’
view and the globe centroid (A1). Audiences actively navigate the story by grabbing the globe and rotating to the designated
area mentioned in narratives (A2, A4), following the text and visual guidance (A1, A3).

Story Narratives
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Figure 7: Illustration of Case 3. T1 and T2 replicated the signposting sentence and image at the beginning of the story. Audiences
then actively navigate the story on a main avenue of Tulsa before the massacre, following the visual guidance of arrows and
hotspots (T3). After they arrive at a building, the corresponding story narratives would appear in a panel and a label nearby
(T4).

main visualization of the original story comprises a 3D reconstruc-
tion of Tulsa before the massacre, which leads to our design of a VR
story with an egocentric viewpoint in a main avenue (Greenwood
Ave) of Tulsa (Figure 7-T3). The story has 18 steps and 618 words
in total.

Main Visual Elements. Greenwood Ave of Tulsa included a num-
ber of black businesses alongside the road. Audiences follow a
predefined route, in which one building would be highlighted at
each step. At the beginning of the story, we keep the signposting
sentence and image in the original story (Figure 7-T1, T2) as they
concisely describe the main event of the story.

Story Narratives Placement. The narratives of this case consist
of two parts: business labels and introductory paragraphs. In the
original story, they were presented in two passes of the avenue.
In our VR story, we combine these two types of narratives into
one pass because it is more natural to follow a linear order, which
ends the story when audiences reached the end of the avenue. Each
building has a label listing the businesses inside, which is shown
close to the building. The introductions are not on every building
as not every business was introduced in the original story. They
would be shown in front of the audiences’ views.

Text and Visual Guidance. The text guidance of this case only
exists at the beginning (Figure 7-T1), which asks audiences press
a controller button to proceed. After audiences enter the Green-
wood Ave, only the visual guidance indicates the building audiences
should go. It shows the next step 10 seconds after entering the cur-
rent step. It includes an arrow fixed at the bottom of the field of
view (FOV), a hotspot highlight of the destination and another
arrow above the hotspot pointing downwards. We fix an arrow in
the FOV because it ensures audiences to find the hotspot even if it
is behind them.

Navigation Triggers. The active navigation of this case is pre-
donimantly teleportation. Audiences follow the visual guidance
and teleport to the front of each building and gradually to the end
of the avenue. In the passive navigation, audiences only need to
press a controller button and they are translated to the destination
automatically.

4.5 Case 4: Why Opening Windows Is a Key to
Reopening Schools

The story of this case illustrated the importance of ventilation
in classroom during COVID pandemic by comparing the concen-
trations of contamination in different ventilation conditions. The
original story visualized the concentrations in both airflow and
heatmap. We only selected the airflow visualization as it contains
more 3D spatial information than the heatmap. Although the origi-
nal story adopted a exocentric viewpoint, we decided to implement
an egocentric VR story because it would be more immersive to be
in a life-sized room rather than viewing a smaller room model. The
story has 13 steps and 513 words in total.

Main Visual Element. The classroom includes some models of
students and a teacher. An air circulation animation is shown to
depict the inhale and exhale flow in the classroom. A student is then
highlighted as infected (in cyan in Figure 8-C3), and the airflow
becomes yellow and red to indicate the concentration differences.
The interactable objects (e.g. the cyan window in Figure 8-C4) are
also highlighted when interacting with them to proceed through
the story.

Story Narratives Placement. The story narratives are mainly in
the interactive panel. In this case, the panel is attached to the left
controller, as a large portion of the narratives are about the airflow,
which occupy the whole classroom and do not have a specific area
to attach to.
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Figure 8: Illustration of Case 4. The main visual element was a 3D classroom model (C1). Audiences actively navigated to the
next designated area mentioned in narratives by teleportation (C2). After they arrived, they saw a visualization of airflow with
corresponding narratives on the panel (C3). They were asked to drag down the window to see a visualization of a different
airflow (C4).

Text and Visual Guidance. Following Case 1 and 2, the text guid-
ance is also at the bottom of the panel with the same font. The visual
element follows the same design as Case 3, and we add an extra
line connecting the hotspot and the bottom of the panel because
the model of students and teacher might occlude the hotspot on the
ground. Similiarly, it shows the next step 10 seconds after entering
the current step.

Navigation Triggers. The active navigation of this case involves
teleportation and grabbing. Audiences are asked to teleport to dif-
ferent locations of the classroom to view the airflows. They can also
drag down the window and put on the fan to change the ventilation
conditions. In the passive navigation, audiences only need to press
a controller button and their viewpoint, ventilation condition and
corresponding visualizations would change automatically.

4.6 Story Caliberations
The original four stories have different story length, visual com-

plexity and spatial information, which is hard to compare directly.
We calibrated four cases based on the first three design considera-
tions (DC1-3 in section 3): main visual element, story narratives,
and navigation triggers. For text and visual guidance (DC4), a “one-
size-fits-all” design could negatively impact some story instances.
Therefore, we opted to use designs optimized for each individual
story instance.

DC1:Main Visual Element(s).We calibrated the size ofmain visual
element between two exo cases (Case 1 and 2) and two ego cases
(Case 3 and 4), respectively. For exo cases, the main visual element
was bounded by a cube with 2m edges. For egocentric cases, the
main visual elements spread in a 20m-by-20m square arena, and the
size of each elements was adjusted accordingly. Due to the different
stories of each case, we were not able to have similar number of
visual elements between exo and ego cases. But we guaranteed that
the number of visual elements audiences needed to pay attention
to at each step was no larger than 5.

DC2: Story Narratives. For each case, we divided the story into
about 15 steps. The steps were created based on the original story
narrative setups, which consisted of several short paragraphs in a
scrollytelling format. We combined neighboring short paragraphs
and summarized long paragrahs to make each step about 30 to 50
words long. Thus, four cases had the similar lengths of narratives
(15±3 steps and 550±50 words).

DC3: Navigation Triggers. The navigation triggers in two exo
cases were looking at the main visual element from a specific angle.
In two ego cases, they were teleporting to a specific location. Due

to the different scene and visual element settings, we cannot use
the same navigation triggers between exo and ego cases.

DC4: Text and Visual Guidance. The effectiveness of text and
visual guidance was closely related to the other 3 DCs, particularly
the main visual elements. Thus, we tried to optimize the guidance
by designing the guidance separately based on visual element setup
of each story case. For example, to indicate the manipulations audi-
ence needed to do (primarily rotation), Case 1 used the animations
of a translucent "ghost" map and Case 2 used two arrows. Anima-
tion provided the clearest instructions of the next step, but it was
not applicable to Case 2 whose main visual element was a globe.
Similarly, both Case 3 and 4 used arrows and an on-ground hotspot
to indicate the position audiences needed to teleport to. However,
the hotspot could be easily occluded by student and desk models
in Case 4. So we used an extra line connecting the hotspot to the
left controller so that audiences would easily find the next position
to teleport. We acknowledged that such inconsistency might cause
confounding factors, but no single text and visual guidance design
could serve as a clear and effective road sign in all four cases.
5 User Study
With the four adapted VR stories, we conducted a user study to
evaluate the performance of spatial immersion and understand-
ing among different settings of viewpoints and navigations. Our
study was approved by our institution’s IRB. It implements a within-
subject comparison where each participant experiences active and
passive navigation methods in both egocentric and exocentric view-
points. Each session lasted about 2 hours and participants were
compensated with $20 for their time.

5.1 Study Factors and Conditions
We studied the Ego and Exo viewpoints as well as active and pas-
sive navigations, including their individual and combined effects.
Figure 9 shows the characteristics of the four conditions.

Ego vs. Exo Viewpoint. The differences between Ego and Exo lies
primarily in the visual representations. For example, Ego stories
have surrounding visual element around audiences, while visual
elements in Exo stories are primarily in front of the participants.
There are also different scales of story scene, as Ego stories tend to
have a much larger range compared to the space a normal person
can occupy. Additionally, the information density in audiences’
view is low, but there are out-of-view objects that they may leave
out. Exo stories, in contrast, have everything in audiences’ view,
which increases the information density.
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Figure 9: Characteristics of Four Conditions. A tick mark indicates that the condition has corresponding characteristics, and the
cross mark indicates the absence. If both conditions have the characteristics, they are labeled with circles with size indicating
the extent (more or less).

Active vs. Passive Navigation. The differences between active and
passive are more distinct. Active stories require embodied inter-
actions to push forward the story, and oftentimes the interactions
requires precision (e.g. going to a specific location or looking from a
specific angle. In passive stories, only a minimum effort (i.e. clicking
a button on the controller) is required. Moreover, active stories give
audiences a higher level of control by asking them to proceed with
story manually. This also increases the amount of visual search
necessary for identifying the next step. In passive stories, visual
elements transition to their next predefined state automatically,
and audiences have less control and visual search in this process.

To systematically test the main factors (i.e., viewpoint and nav-
igation), we include four conditions in our study: Ego+Active,
Ego+Passive, Exo+Active, and Exo+Passive (illustrated in Figure 1).

5.2 Study Setup
Our user study was conducted in our lab space at the university.
Participants experienced our stories using a Meta Quest 3 virtual
reality headset, which has a pixel resolution of 2064 x 2208 per
eye and 90Hz refresh rate. The headset was connected to PC via
Air Link, allowing it to wirelessly leverage PC computing power.
Participants were allowed to physically move and interact with
stories in a 3x3𝑚2 area. During the study, we set the controllers as
the only input devices for stability. We mapped the grip press to
the grab interaction and thumbstick forward push to teleportation
for both controllers. This study setup was introduced at the very
beginning of the study session for each participant.

5.3 Participants
We recruited participants from our university by sending out re-
cruitment emails to mailing lists and Slack channels and selected 24
participants (11 females, 13 males, aged 21 to 31) from all responses.
11 participants were experienced in XR, and 5 were experienced in
visualization/storytelling. 3 participants had both expertise. Partici-
pants came from various backgrounds, including computer science,
UX design, aerospace engineering, and Human-Computer Interac-
tion.

As subsection 4.5 mentioned, all four cases were calibrated in
story length and overall design languages. Each participant experi-
enced the four cases, with the order counterbalanced using a Latin

square matrix (ego vs. exo)×(active vs. passive). Since each story
has both an active and a passive version, there were a total of eight
possible sequences. Further details can be found in our supplemen-
tary materials. We acknowledged that this within-subjects setting
could cause possible learning effects or fatigue, but we believe the
difference in the nature of each cases minimizes these confounding
factors.

5.4 Study Procedure
Our study procedure includes four major steps:
1. Introduction: We first showed participants the consent form
for the study. After they read and signed the form, we introduced
the concept of immersive storytelling, ego/exocentric viewpoints,
and active/passive navigation methods.
2. Training:We built a training scene that helps participants learn
necessary interactions (e.g., grab, scale, teleportation) and story
setup (e.g., narrative text panels, visual guidance design) in our VR
stories. The training scene is a mockup of four real stories that use
the same design language.
3. Experiencing the story: After the training session, participants
were to experience the four VR stories. None of them had read
the original story before. After participants finished each story, we
asked them to complete 3 tasks: (a) completing a survey of presence
and perceived workload of experiencing the VR story; (b) describing
their understanding of the story’s main idea and important details;
and (c) drawing the story scene. The data wewant to collect through
these tasks will be described in Sec 5.5.
4. Final interview: Finally, after participants experienced all the
stories, they were asked to discuss the differences among the four
stories in terms of their engagement, help of understanding and
other user experiences. The purpose of this interview was to col-
lect subjective feedback on each story and find out their common
considerations.

5.5 Task Data Collection
Through the study, we aimed to investigate the impact of ego/ex-
ocentric viewpoints and active/passive navigation on spatial im-
mersion and understanding of VR stories. For spatial immersion,
we collected responses to the Presence Questionnaire [10] and
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NASA-TLX [24] to measure spatial presence and perceived work-
load, respectively.

To evaluate the understanding, we focused on the story content
comprehension and spatial information depiction. The total and
categorical points of these two tasks for each story was the same
since the their story lengths are similar. For each story. we designed
a set of comprehension rubrics that incorporated three sets: (a)main
idea memorization (b) detail memorization (e.g. numbers, names,
quotes or definitions, etc.); and (c) random inspirations (e.g. personal
opinions, analyses or conclusions that are not presented directly
in the story content). The rubrics is attached in the supplementary
materials.

We asked participants to describe their understanding of the
main idea and important details, which was then compared to our
rubrics. We counted the number of facts in the rubrics that were
mentioned by participants as their scores. We also recorded the
facts that do not appear in the rubrics. If a fact was frequently
mentioned (e.g., more than half of the participants mentioned it),
we reconsidered the importance of this fact and added it to the
rubrics if the majority of the study team thought it was important.

As for the spatial information depiction task, we asked partici-
pants to draw a picture of the story scene to measure their memora-
bility of spatial details. We specifically mentioned 2 requirements:
(a) object existence: participants should capture as many spatial ele-
ments in the story as possible, including the objects, annotations,
and the viewer path (the change of attention); and (b) object trans-
form: for each spatial element, provide its position, rotation/orien-
tation and scale/size as accurate as possible. The rubrics is attached
in the supplementary materials.

We did not expect participants to draw the exact shape of ele-
ments. They were encouraged to use basic geometries (e.g. lines
and rectangles) and text descriptions to depict the elements.

Finally, we logged the story session duration. This was to un-
derstand if the four combinations of conditions would cause any
differences in the time audiences stayed in the immersive stories.

5.6 Hypotheses
Based on the characteristics in Figure 9, we proposed the following
hypotheses.

Story Session Duration.We hypothesize that active navigation
will result in longer story session durations compared to passive
navigation. The interactive elements in active navigation require
users to engage physically with the environment, adding time to the
experience. Prior studies have shown that increased interaction in
VR generally extends session time due to higher engagement levels
and the need for precise actions in immersive environments [38, 66].
This additional engagement likely leads participants to spend more
time exploring the environment and interacting with the content,
especially in active conditions.

Additionally, Ego viewpoints are likely to further increase ses-
sion duration, as spatial navigation in egocentric environments
tends to be more complex and challenging, requiring users to ex-
plore the scene more actively, which can lead to extended engage-
ment [79].

Story Understanding.We hypothesize that active navigation
will outperform passive navigation on both content comprehen-
sion and spatial information depiction, as embodied interaction
has been shown to improve cognitive engagement and memory re-
tention [47, 82]. Active navigation encourages physical movement,
which enhances attention to both content and spatial information,
leading to better comprehension and recall [66].

We also expect that exocentric viewpoints will result in better
content comprehension because they provide an overview of the
entire scene, facilitating the integration of key story elements and
improving factual recall [89]. Egocentric viewpoints will lead to
better spatial understanding, as being immersed in the scene helps
participants build stronger spatial awareness and memory, which
is supported by the "memory palace" technique [36, 41].

Spatial Immersion. We expect that Ego viewpoints combined
with active navigation will result in the highest levels of spatial
immersion. Active navigation increases the sense of presence and
control, while Ego viewpoints create a fully immersive experience
by surrounding participants with 3D elements [70]. Prior studies
suggest that immersion is enhanced when users feel directly in-
volved in the environment, with Ego viewpoints offering a more
embodied experience [13].

While active navigation may increase perceived workload due to
the effort required to interact with the environment, we hypothesize
that the enhanced sense of presence and engagement outweighs
the additional cognitive demand, especially when paired with the
Ego viewpoint [24]. This combination offers an optimal balance
between immersion and interactivity, despite a potential trade-off
with workload [66].

6 Results
In this section, we reported the study results. We performed the
statistical analysis to test significances on the comprehension and
rating data collected from three after-session tasks and subjective
comments from final interviews. Significance values were reported
for 𝑝 < 0.1(.) (dashed line in figures), 𝑝 < 0.05(∗), 𝑝 < 0.01(∗∗),
and 𝑝 < 0.001(∗ ∗ ∗).

6.1 Story Session Durations

***

**

Ego Exo Active Passive Ego

Active

Ego

Passive

Exo

Active

Exo

Passive

***

Completion Time

Figure 10: Average Story Session Durations. The dashed line
indicates the marginal significance (𝑝 < 0.1) and the solid
line indicates statistical significance (𝑝 < 0.05).

We collected the duration of each story session, defined as the
total time the headset was worn, excluding any pauses. It is shown
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in Figure 10. Participants spent significantly more time on
active navigation cases than passive ones, while the duration
between ego and exo viewpoints was not salient. A Shapiro-
Wilk normality test confirmed the data followed a normal distri-
bution (𝑝 < 0.05). We ran a General Linear Mixed Model (GLMM)
with a Gaussian link function, using Viewpoint (ego/exo), Navi-
gation (active/passive), their interaction (Viewpoint × Navigation),
and participant Group as fixed effects, with participant ID as a ran-
dom effect. Results showed significant effects only for Viewpoint
(𝑝 < 0.001), and a pairwise post-hoc Tukey’s Honest Significant
Difference (HSD) test confirmed a significant difference in duration
between active and passive conditions in the exo viewpoint.

6.2 Story Understandings
We assessed story understanding through content comprehension
and spatial information depiction tasks. We found that ego view-
point showed significantly better performance on spatial
information depiction.

Content Comprehension. The content comprehension task con-
sists of three sets of questions: main idea memorization, detail
memorization, and random inspirations. They have a total score of
3, 5 and 1, respectively. Each score corresponds to an idea or fact in
the first 2 sets. For the random inspiration, participants would get
the score if they mentioned anything derived from the story (e.g.,
linking to their own experiences or adding their own opinions).
The only case in which they would lose this point is when they
simply restated the story content (e.g. “I learned [idea/fact of the
story] is important”).

As Figure 11 shows, the exo and passive conditions had a higher
memorization performance, while the active condition achieved bet-
ter random inspiration. In terms of the four combinations, exo+passive
was the best on two memorizations, whereas ego+active had the
highest score in random inspirations. We then tested the normality
of the data using a Shapiro-Wilk normality test, which showed
that the data followed a normal distribution (𝑝 < 0.05). Thus, we
ran a GLMM with a Gaussian link function. The results showed
only a marginal significance of Viewpoint on detail memorization
(𝑝 = 0.09).

Spatial Information Depiction. We evaluated participants’ draw-
ings for object existence and object transform. Figure 12 showed
ego outperformed exo, especially in the ego+active condition. We
also observed that participants had the worst memorability of spa-
tial information in exo+active. We then tested the normality of
the data using Shapiro-Wilk normality test, which showed that
the data followed a normal distribution (𝑝 < 0.05). Thus, we ran
a GLMM with a Gaussian link function. Results showed that only
Viewpoint has marginal significance on object existence (𝑝 = 0.09)
and significance on object transform (𝑝 < 0.05). It also showed the
signifcance ofViewpoint×Navigation on object transform (𝑝 < 0.05).
A post-hoc Tukey’s HSD test of Viewpoint × Navigation on object
transfrom showed that ego+active has a significantly higher score
than exo+active.

Result Summary. Our hypothesis was partially supported by
the results. We observed significantly better spatial information
depiction in cases using the ego viewpoint. However, the results did
not support the hypothesis that the exo viewpoint leads to better

content comprehension, and navigation did not play a significant
role in story understanding.

6.3 Spatial Immersion
We collected the subjective ratings on spatial immersion for each
case using a Presence Questionnaire (PQ) and NASA-TLX.We found
that active navigation enhances the sense of presence com-
pared to passive navigation. It does not greatly increase work-
load when combined with ego viewpoint.

Sense of Presence The 19 PQ questions can be classified into 5
sub-categories: Realism (question 3, 4, 5, 6, 7, 10, 13), Possibility to
Act (question 1, 2, 8, 9; Act for short), Quality of Interface (question
14, 17, 18, with scores reversed; Quality for short), Possibility to
Examine (question 11, 12, 19; Examine for short) and Self-Evaluation
of Performance (question 15, 16; Evaluation for short).

We ran a Shapiro-Wilk normality test on each sub-category,
which showed that the PQ responses did not follow a normal distri-
bution on any sub-category. A follow-up Kolmogorov-Smirnov test
showed that the data followed a Gamma distribution on both view-
point and navigation factors. Therefore, we used a GLMM model
with a Log-Gamma link function. Results showed the significance
of Navigation and Viewpoint × Navigation on 4 sub-categories (Re-
alism, Act, Quality and Examine), and no significance of Viewpoint
and Group. A pairwise post-hoc Tukey’s HSD test on Viewpoint ×
Navigation further showed that active has significantly higher real-
ism, possibility to act and examine scores than passive, particularly
in ego viewpoint. Specifically, ego+active received the highest aver-
age score on four sub-categories (Realism, Act, Examine and Evalu-
ation). On Act and Evaluation, the post-hoc Tukey test showed that
ego+active is significantly better than two other combinations.

Perceived Workload We summarized the NASA-TLX reponses in
Figure 14. Expectedly, active had a higher overall workload than
passive. We did the same step to test the data distribution and
found that it also followed a Gamma distribution. A GLMM with
Log-Gamma link function comfirmed our observation with the
signifcance on Navigation (𝑝 < 0.001) and Viewpoint × Navigation
(𝑝 < 0.05). It did not show any significance of other effects. A
follow-up post-hoc Tukey’s HSD test on Viewpoint × Navigation
further showed the significantly larger workload of exo+active than
others, especially in physical demand.

Result Summary. Our hypothesis was supported by the results.
The Ego+Active condition produced the strongest sense of presence
without resulting in the highest perceived workload. However,
we also observed that the heavy workload associated with active
navigation might not be justified. In the Exo+Active condition,
participants felt the least confident about their performance during
story sessions. This suggests that the combined effects of viewpoint
and navigation are more influential on story immersion than each
factor individually.

6.4 Interview Analysis
Finally, we collected and analyzed the final interviews about users’
subjective experiences of reading stories in VR. Overall, We found
a trend that most participants preferred either ego+active
or exo+passive stories and reported less favorable opinions
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Figure 11: Average Sub-Scores of Content Comprehensions. The dashed line indicates the marginal significance (𝑝 < 0.1).
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Figure 12: Average Sub-Scores of Spatial Information Depiction. The dashed line indicates the marginal significance (𝑝 < 0.1)
and the solid line indicates statistical significance (𝑝 < 0.05).

towards the other two combinations.We summarized the fol-
lowing reasons based on their comments.

Active navigation provides freedom for explorations in
the ego viewpoint.Many participants favored active navigation
primarily because of the ability to explore and play with the story
elements. This is particularly true in two ego stories. For example,
P4, P7, P21 and P23 all mentioned that the COVID story (Case
4) allowed them to freely move in the scene so that they could
view the visualizations of airflows from different perspectives and
understand the spread route of contaminants in the air. Also, P5, P6,
P11 and P21 strongly endorsed thewindow open and fan installation
operations as it gave them a sense of control over the story. Similiar
comments appeared in the Tulsa story (Case 3) as well. Participants
like the active navigation as “it is like an immersive exhibition in
the museum” (P4, P12, P20). This matches the highest PQ score of
ego+active, as it greatly enhanced the diversity of interaction and
range of movement in the story scene.

Passive navigation is focused and efficient when reading
stories in exo viewpoint.While a considerable number of partici-
pants paid attention to user experiences, some prioritized the under-
standing and memorability of story content. Thus, they preferred
the exo+passive condition because “information was concentrated
in exo (viewpoint), and passive (navigation) had less workload than
active (navigation)” (P1, P9, P13, P14, P19). We observed that this
group of participants did not have too much VR expertise, which
increased their difficulty of active navigations and caused too much
workload that impeded their focus (P19). With passive navigation,
participants could quickly move to the next narratives without
being trapped by VR interactions.

Passive navigation resulted in overall negative user expe-
riences in ego viewpoint. The ego+passive condition received
the most amount of critiques. Moving passively in an egocentric
viewpoint (e.g. in a room) constrained the exploration participants
could have. More seriously, it caused strong motionsickness for
some participants (P1, P7). P7 even requested to pause the session
and take off the VR headset for some rest. This indicates that our
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Figure 13: Average Sub-Scores of Presence Questionaire. The dashed line indicates the marginal significance (𝑝 < 0.1) and the
solid line indicates statistical significance (𝑝 < 0.05).

implementation of FOV reduction is not enough to alleviate mo-
tionsickness. Other techniques are necessary to be incorporated.
Still, we received some positive feedback from participants who
were less sensitive to movements in VR, who mentioned this expe-
rience was similiar to a Universal Studio tour on a club car (P4, P8).
However, the overall current implementation of ego+passive is less
acceptable to most participants.

Active navigation increases the difficulty to keep track of
spatial information in exo viewpoint.Asmentioned in feedback
to exo+passive, active navigation introduced toomuchworkload for
VR non-experts in 2 exo stories. Another side effect we consistently
received is the loss of object transform. This was particular the case
for the 911 story (Case 1). P8, P9 and P23 reported that they could
not tell WTC position as they rotated the map. This matches the
lowest scores of exo+active in the spatial information depiction
task.

7 Key Findings and Discussion
In this section, we summarize some key findings and compare our
results with prior works to discuss the common and unique findings.
We also discuss different expectations on immersive stories based
on our particiapnts feedback.

7.1 How does viewpoints influence story
memorability?

Our study shows that the viewpoint is a more decisive factor than
the navigation in story memorability. The exocentric viewpoint
is slightly better than the egocentric one in the overview and
detail memorization. This result matches the disccovery of some
prior works, in which the exocentric viewpoint benefits analytical
tasks in immersive environments [35, 88, 89], but the advantage in
our study is not as significant. Our anticipated reason is that the
exocentric viewpoint provide comprehensive information within
audiences’ view, which alleviates the problem of targeting story
elements in space. However, this also causes a larger information
density and more occlusions than the egocentric viewpoint. The
relatively smaller scale of visual representations in exo viewpoints
increases the attention to the story textual content received and
prolongs the retention time in thememory so that they can did a bet-
ter content comprehension. However, at the same time, audiences
could become less sensitive to content transitions and therefore
they might miss some important details. Overall, our results in-
dicate that the exocentric viewpoint can be a better design if the
primary goal is to promote the understanding and retention of
narratives, and aforementioned problems should be considered to
further improve the story.
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Figure 14: Average Sub-Scores of NASA-TLX Questionnaire. The dashed line indicates the marginal significance (𝑝 < 0.1) and
the solid line indicates statistical significance (𝑝 < 0.05).

In contrast, the egocentric viewpoint demonstrated better
memorability on spatial information than exocentric view-
point. Similar result is also found in Krokos et al.’s [36] and Yang et
al.’s [85] work. Objects in an egocentric viewpoin are often larger
and more visible than the exocentric one. Resultedly, audiences can
better recognize transforms (i.e. position, rotation and scale) and
capture their changes. More importantly, audiences are involved
as part of a egocentric story. This enable them to use themselves
as a frame of reference to infer transforms. In exocentric stories,
they have to refer to one central element (e.g. the base map in sub-
section 4.2) whose signficant transform change can greatly distract
the spatial information perception since audiences need to find a
new frame of reference every time. Thus, the egocentric viewpoint
is beneficial for those authors who want to convey understandings
and perceptions related to the changes 3D spatial transforms (e.g.
the renovation process of an office).

7.2 How does navigation influence spatial
immersion?

As for the spatial immersion in our cases, navigation plays a more
critical role than viewpoint. Active navigation significantly en-
hances the sense of presence compared to passive, but their
disparity of perceived workload varies between egocentric
and exocentric conditions. Specifically, we observed a substantial
increase in workload for exocentric stories, while this effect was
not as pronounced for egocentric ones.

This finding aligns with Lages et al.’s study [38], which showed
that walking-based navigation improved performance for users
who lacked proficiency in VR manipulation. Our results suggest
that the need for higher precision in finding specific angles in exo-
centric scenarios (e.g., subsection 4.2, subsection 4.3, and the grab-
and-move tasks in Lages et al.’s study) may explain the increased
workload. The “changing frame of reference” issue discussed in
subsection 7.1 adds to the demand for spatial awareness and motor
skills to achieve the correct angle, resulting in higher effort and
frustration, as reflected in the study.

In contrast, egocentric stories primarily use teleportation for
navigation, where the most challenging task is locating the target
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position. This task is not much more demanding than clicking a
controller button for most participants. Consequently, we did not
observe a significant increase in workload for active navigation in
egocentric stories.

When designing navigation for VR stories, authors should con-
sider the story’s viewpoint based on these findings. However, focus-
ing solely on individual navigation steps is insufficient. Ferguson
et al. [18], in their investigation of VR educational games, recom-
mend that active navigation should seamlessly integrate with the
story content and involve minimal learning curves. We argue that
natural active navigation in VR storytelling should combine story
progression with user exploration.

7.3 What are audiences’ expectations on VR
stories?

From our study, we identified a significant difference in audience
priorities, which can be classified as either information-oriented
or experience-oriented. This distinction greatly influences their
expectations for VR stories.

Information-oriented audiences focus on discovering and un-
derstanding detailed content. They prefer full control over the
information they consume and favor clear, structured layouts. This
group tends to prefer author-driven experiences, where the nar-
rative is pre-designed to ensure they do not miss key details. For
these users, an exocentric viewpoint and passive navigation are
ideal, as they offer greater information clarity and a well-organized,
linear progression with minimal interaction.

On the other hand, experience-oriented audiences value a more
user-driven experience. They seek control over VR elements and
prefer embodied interactions, even if it means potentially missing
parts of the story. These users often desire a personalized experience
that supports multiple storylines for free exploration. An egocentric
viewpoint and active navigation are better suited to this group,
as they encourage deeper engagement. These audiences can be
motivated to “unlock” different storylines through interactions,
maximizing their freedom to explore the narrative.

7.4 Summary and Generalizability
Our study underscores the significant impact of viewpoint and

navigation on enhancing the memorability and spatial immersion
of immersive stories. Among the tested conditions, Ego+Active and
Exo+Passive were the most effective. The Ego+Active condition
enhanced user immersion and creativity by allowing participants
to actively explore and interact within the story, providing a strong
sense of presence without significantly increasing the perceived
workload. In contrast, the Exo+Passive condition improved content
comprehension and recall by concentrating information and reduc-
ing cognitive load, making it ideal for users seeking a focused and
efficient storytelling experience.

Immersive storytelling varies significantly across fields such as
journalism, education, and entertainment, each with distinct objec-
tives and audience expectations. In journalism, where clarity and
factual accuracy are paramount, employing an ego viewpoint can
enhance spatial understanding and engagement, making complex
stories more accessible and memorable. In educational contexts,
balancing ego and exo viewpoints can promote active learning and

critical thinking by aligning storytelling approaches with educa-
tional goals. In entertainment, where immersion and emotional
engagement are crucial, optimizing the combination of viewpoints
and navigation styles can deepen the audience’s connection to the
narrative, enhancing their overall experience. Our preliminary ex-
ploration offers practical implications and guidance for making
design decisions regarding viewpoint and navigation in immersive
storytelling for these applications.

Additionally, future immersive stories could benefit from offering
flexible viewpoints and navigation options to meet diverse audience
needs for information and experiences, providing a personalized
experience. For example, audiences might use an exocentric view-
point to gain an overview and then “zoom in" on areas of interest
for more detailed information from an egocentric view. Similarly,
active navigation can be advantageous for audiences proficient
in VR who seek more engagement and immersion, while passive
navigation provides a suitable way for those less familiar with VR
or who prefer to focus solely on story content to control story
progression.
8 Limitations and Future Work
We adapted four selected web-based stories into immersive envi-
ronments. To guide this adaptation, we conducted a formative user
study to identify critical design considerations and explored various
design options. Our exploration was not exhaustive; it aimed to
facilitate the adaptation process by focusing on standard, off-the-
shelf VR solutions. This project concentrated on specific aspects of
viewpoint and navigation: ego vs. exo and active vs. passive. While
we believe these are unique and essential areas to investigate, we ac-
knowledge a much broader design space for immersive storytelling
beyond these aspects. For instance, more sophisticated VR locomo-
tion techniques [16], such as redirected walking, could enhance the
active navigation experience. Similarly, advanced visual guidance
methods [39], such as those for out-of-view scenarios [44, 59] and
multisensory approaches [50], offer additional potential for enhanc-
ing user experience. We did not incorporate these techniques, as our
primary focus was the user study and providing easily accessible
techniques available on standard platforms. Building a comprehen-
sive design space to inform future immersive story design is crucial,
and we consider this an area for future work.

Our study materials were adapted from web-based stories that
were initially designed for web browsers and contained design pat-
terns specifically tailored for web environments [5]. It is unclear
whether these design patterns are still applicable in immersive
environments or whether we need to develop unique and more
appropriate design patterns for immersive stories. Studying the
adaptation or innovation of these design patterns for immersive
stories has the potential to bring about a more native immersive
experience. Furthermore, the web-based stories we adapted pri-
marily follow a linear, single-scene structure. However, complex
stories with multi-path or branching narratives also exist. While
our studied scenario can serve as a foundational unit for these more
complex stories, and our findings should be partially applicable,
especially within their individual scenes. There is a need to explore
transitions between scenes and more intricate active navigation,
such as manipulating and selecting narrative branches.
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Through our study, we found that exocentric and egocentric
viewpoints each have their own strengths and limitations. We con-
sidered viewpoint as an exclusive design element, testing it in a
controlled manner. There is a great opportunity to design immer-
sive stories that leverage both viewpoints to complement each
other. In movies and data videos, cinematic techniques like cam-
era movements and zooms have been used to switch focuses and
direct audiences’ attention [3, 42, 84]. Similar incoporation such
as viewing some story pieces from an exocentric view and others
from an egocentric view is also promising to investigate. Our study
results can provide guidelines on which parts of the story to use
which viewpoint. To achieve this, smooth transition techniques are
necessary to allow seamless and meaningful switching between
viewpoints, which we aim to explore in our next research phase.

Finally, one important aspect of active vs. passive interaction
is the agency of the readers. In our study, readers were given the
freedom to navigate by themselves with guidance. However, there
are other types of freedom that could be provided to readers, such
as allowing them to freely decide their focus or even rearrange the
storyline. This may empower readers but also risks them getting
lost, particularly due to the more flexible interactivity in immersive
environments. Balancing exploration and narrative control is a
fundamental question in storytelling [73]. Studying the appropriate
threshold or mechanism for this balance is an important research
thread in immersive storytelling.

9 Conclusion
In this paper, we presented a user study investigating the effect of
viewpoint and navigation on spatial immersion and understand-
ing in immersive stories. To prepare the study materials, we first
elicited design considerations from collected 3D spatial web stories.
We then adapted four selected web stories to immersive environ-
ments based on these design considerations. Finally, we conducted
a user study to empirically investigate the effect of viewpoints and
navigation on spatial immersion and understanding. Our results
showed a marginal significance of viewpoints on story understand-
ing and a strong significance of navigation on spatial immersion,
with preferences for the Ego+Active and Exo+Passive cases. Our
study indicates the associations between viewpoints and naviga-
tion and provides a preliminary exploration of their individual and
combined effects on VR storytelling, which could benefit future
immersive storytelling designs.
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